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A Guaranteed Convergence Analysis for the
Projected Fast Iterative Soft-Thresholding
Algorithm 1n Parallel MRI
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Abstract—The boom of non-uniform sampling and compressed
sensing techniques dramatically alleviates the lengthy data ac-
quisition problem of magnetic resonance imaging. Sparse re-
construction, thanks to its fast computation and promising
performance, has attracted researchers to put numerous efforts
on it and has been adopted in commercial scanners. To perform
sparse reconstruction, choosing a proper algorithm is essential in
providing satisfying results and saving time in tuning parameters.
The pFISTA, a simple and efficient algorithm for sparse recon-
struction, has been successfully extended to parallel imaging.
However, its convergence criterion is still an open question. And
the existing convergence criterion of single-coil pFISTA cannot be
applied to the parallel imaging pFISTA, which, therefore, imposes
confusions and difficulties on users about determining the only
parameter - step size. In this work, we provide the guaranteed
convergence analysis of the parallel imaging version pFISTA to
solve the two well-known parallel imaging reconstruction models,
SENSE and SPIRIT. Along with the convergence analysis, we
provide recommended step size values for SENSE and SPIRIT
reconstructions to obtain fast and promising reconstructions.
Experiments on in vivo brain images demonstrate the validity of
the convergence criterion. Besides, experimental results show that
compared to using backtracking and power iteration to determine
the step size, our recommended step size achieves more than five
times acceleration in reconstruction time in most tested cases.

Index Terms—Parallel imaging, image reconstruction, pFISTA,
convergence analysis

I. INTRODUCTION

AGNETIC resonance imaging (MRI) is a non-invasive,

non-radioactive, and versatile technique serving as a
widely adopted and indispensable tool in medical diagnosis.
However, the slow imaging speed impedes its development.
The advent of sparse sampling and compressed sensing (CS)
theory [1]-[3] meets the eager demand of fast scan through
sampling only a small amount of data points and recovering
the missing data using well-developed reconstruction methods.
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Sparsity [3]-[12], low rank [13]-[17], and sparsity plus
low rank [18]-[21] are common-adopted priors used in MRI
image reconstruction. In this work, we will focus on sparse
reconstructions. Particularly, most emphasis will be put into
algorithms to solve sparse reconstruction models. The sparse
representation adopted to empower the image to be sparse
plays a crucial role in designing a reconstruction approach. To
the best of our knowledge, sparse representation approaches
could be categorized into two main genres: orthogonal [3],
[9], [12] and redundant representation systems [4]-[8], [10],
[11], [22], [23]. Representation systems that can sparsify MRI
images include transforms, such as wavelets, dictionaries,
adaptive representations, etc. The redundant representation
systems are favored in sparse MRI reconstructions as they
enable sparser image representation than the orthogonal rep-
resentation systems can do, suggesting better noise removal
and artifacts suppression in applications.

Redundant representation systems are described by frame,
mostly tight frame [24], [25], leading to two distinct kinds
of reconstruction models, the synthetic model [1], [2], [26],
and the analysis model [27]-[29]. The readers are referred
to [25] for definitions of the tight frame, analysis model, and
synthetic model in CS MRI. The analysis model, assuming the
coefficients in the transform domain of an image to be sparse,
and synthesis model, considering an image as a linear combi-
nation of sparse coefficients, have different prior assumptions.
Even with the same MRI data, sampling pattern, and sparse
transform, the analysis model is observed to yield improved
reconstruction results compared to the synthesis model [25],
[30]. Besides, it has been shown that the balanced model lies
in between the synthetic model and the analysis model. In the
context of MRI reconstruction, Liu et al. empirically explored
the performance of the balanced model and observed that the
balanced model has a comparable reconstruction performance
with the analysis model [30].

Analysis models, though enable better reconstructions with
smaller errors, still have a compelling demand for fast al-
gorithms that allow favorable convergence speed and fewer
parameters. Many algorithms have been developed to solve the
analysis models [31], such as alternating direction methods of
multipliers (ADMM) [32], [33], nonlinear conjugate gradient
(NLCQG) [3], variants of Nesterov’s algorithm [34]—[36], and
Douglas Rachford splitting [37], [38]. However, they are time-
and memory-demanding or vulnerable to parameter selections.
The original iterative shrinkage threshold algorithm (ISTA)
[39] and its acceleration version - fast ISTA (FISTA) [40] are



efficient and robust. Nevertheless, they are limited to solve
the synthesis model. Numerous efforts have been made by
researchers to improve FISTA, providing us many variants
of FISTA [41], [42]. Some variants of FISTA have been
proposed to solve analysis models, such as MFISTA-FGP [43],
which provides guaranteed non-increasing function values
and MFISTA-VA [44] which utilizes variables acceleration
to achieve faster convergence speed while keeping the mono-
tonality. However, they are either computational demanding or
have more than one parameter to tune. In contrast, a variant
of FISTA developed by our group named projected iterative
soft-threshold algorithm (pISTA) and its acceleration version
- pFISTA [25], enables faster reconstructions, requires less
memory space and has only one adjustable parameter, the step
size . Moreover, its convergence criterion has been provided
in the paper [25]. Also, Liu et al. [25] converted the analysis
model into an equivalent synthesis-like one with a constraint
on its range, which then solved by orthogonal projection, and
theoretically proved that the pFISTA converges to a balanced
model.

The pFISTA, however, has limitations, such as it could not
deal with the total variation (TV), and it is limited to tackle
single-coil image reconstruction problems. To solve the single-
coil problem, Ting et al. independently proposed a computa-
tionally efficient balanced sparse reconstruction method in the
context of parallel MRI under tight frame [45], [46], named
bFISTA, and applied bFISTA to two widely adopted parallel
imaging models, sensitivity encoding (SENSE) method [47]
and iterative self-consistent parallel imaging reconstruction
(SPIRiT) [48]. However, the authors did not provide proof
of the convergence of bFISTA; that is to say, in practice,
there is no guidance about how to choose 7. In addition,
the convergence criterion proved for the single-coil pFISTA
cannot be directly applied to the multi-coil cases. Therefore,
the algorithm users would encounter a problem of how to
choose a proper v to produce faithful results. We give an
example in Fig. 2 (Section III-B) to demonstrate this issue.
Besides, backtracking and power iteration, though being useful
to calculate the v, are time-consuming (Section V). Due to the
importance of parallel imaging, it is necessary to give a clear
mathematical proof of its convergence to assist in setting a
proper 7.

In this work, we provide sufficient conditions for the con-
vergence of parallel imaging version pFISTA and explicitly
provide convergence criteria of applying pFISTA on solving
two exemplars of parallel imaging reconstruction methods
- SENSE and SPIRiT. With the convergence analysis, rec-
ommend v for SENSE and SPIRiT reconstructions using
pFISTA to permit the fastest convergence speed and promising
results. We first assess the influence of the gap between the
recommended  and hand-tuned optimal  on the convergence
speed. Then we compare our method with backtracking and
power iteration, in which our recommended  is much faster
and enables reliable reconstructions. Also, we compare other
variants of FISTA, ADMM, NLCG, and pFISTA. Furthermore,
we discuss the results of applying pFISTA on parallel recon-
struction models under different tight frames.

The rest of the paper is organized as follows. In Section

II, we introduce the notations. In Section III, we introduce
some related works, firstly the pFISTA, and then SENSE and
SPIRIT. In section IV, we prove that the parallel imaging
version pFISTA converges under a proper selection of the
step size. Furthermore, we offer the convergence criteria of
pFISTA when applied to tackle SENSE and SPIRiT models.
In Section V, we demonstrate the usefulness of the criteria we
provided with multiple parallel imaging brain images. Finally,
conclusions will be drawn in Section VI.

II. NOTATIONS

We first introduce notations used throughout this paper. We
denote vectors by bold lowercase letters and matrices by bold
uppercase letters. The transpose and conjugate transpose of a
matrix are denoted by X7 and X#. For any vector x, ||x||
and ||x||, denote the ¢; and ¢, norm for vectors, respectively.
For a matrix X, ||X]|, denotes the ¢, norm for matrix, which
is the largest singular value of matrix X and also the square
root of the largest eigenvalue of the matrix X7 X.

Operators are denoted by calligraphic letters. Let Dy
denotes block diagonalization operator which places any M

matrices of the same size, Xi,---,Xjs, along with the
diagonal entries of a matrix with zeros:
X4 0
Dy (X1, , Xm) = : ey
0 X

III. RELATED WORK
A. pFISTA for Single-Coil MRI Reconstruction

An analysis model for single-coil sparse MRI reconstruction
could be formulated as

. 1
min x|, + 5 lys — UFx, @

where x, € CY denotes the single-coil MR image data
rearranged into a column vector, y, € CM the single-
coil undersampled k-space data, U € RM*N (M <« N) the
undersampling matrix, and F € CV*V the discrete Fourier
transform. ¥ is a tight frame, and the constant A is the
regularization parameter to balance the sparsity and data
consistency.

To solve the problem (2), pFISTA rewrites the formula
mentioned above as a synthetic model as

: 1 . 12
acrtin o Al + 5 llys = UF® e, ©)

where W* denotes the adjoint of ¥, and specifically satisfies
U*¥ = I. o contains the coefficients of an image under the
representation of a tight frame W*.

According to [25], the main iterations of pFISTA to solve
the problem in Eq. (3) are
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where T, (-) is a point-wise soft-thresholding function de-
fined as T, (o) = max {|a| — v\, 0} - o/ |ax|.

According to Theorem 2 in the pFISTA paper [25], when the
step size 0 < v < 1, the algorithm will converge. Besides, the
larger v is, the faster pFISTA converges. Therefore, v =1 is
recommended in pFISTA to produce promising reconstruction
with the fastest convergence speed.

B. pFISTA for Multi-Coil MRI Reconstruction

According to [45], we can formulate analysis models for
the parallel MRI reconstruction problem into a unified form
as

(PFISTA-parallel)  min A ®d]|, + ||y — AdZ, &)

where d represents the desired image to be recovered,
y = [y1;y2;-;ys] € CM7 the undersampled multi-coil
k-space data rearranged into a column vector, and y; €
CM (j=1,2,---,.J) is the undersampled k-space data vec-
tor of j*" coil, and A as a system matrix in parallel MRI,
including coils modulation, Fourier transform, and undersam-
pling.

For parallel MRI reconstruction methods based on different
signal properties, the explicit expressions of Eq. (5) would
vary. Two reconstruction algorithms based on SENSE and
SPIRIT are discussed in [45]. However, the convergence of
these two algorithms has not been proven. Thus, in this work,
we first prove the convergence of pFISTA of solving the
general parallel MRI reconstruction model and then offer two
concrete examples of multi-coils MRI analysis model, SENSE
and SPIRIT, with convergence analysis. We first introduce how
to solve SENSE and SPIRIT using pFISTA.

1) pFISTA-SENSE: As shown in Fig. 1 (a), in SENSE [47],
the image x; € CV of the j** coil is represented as:

X; = Cch, j = 172, ceey J, (6)

where x; and x. € CV denote the j'" coil image and the
composite MRI image rearranged into a column vector, C; €
CNXN (j=1,2,...,J) is a diagonal matrix which contains
the sensitivity map of the j** coil.

The reconstruction problem based on SENSE can be for-
mulated as:

2
)

2

(PFISTA-SENSE)  min A ®x.|, + % Hy — UFCx.

where U = D;(U,--- ,U), F = D;(F,---,F), C =
[Cy;Cy;- -+ ;Cy] € CVN/*N_ Here, the system matrix A in
Eq. (5) has its explicit expression as A = UFC.

Using pFISTA, we can get the solution of Eq. (7) by
iteratively solving the following problems:

XD — g (‘I’ (fcﬁk)JerHFHﬁT (y_ﬁﬁc’zgm))) ’

1+ 4/144(t®)?
2 (t®) ’ (8)
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For simplicity, we call the pFISTA adopted to solve SENSE
as pFISTA-SENSE.
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Fig. 1. Parallel imaging reconstruction methods. (a) SENSE; (b) SPIRIT.
Here ® denotes Hadamard product.

2) pFISTA-SPIRIT: The SPIRIT [48] primarily bases on
the assumption that each k-space data point of a given coil
is the convolution of the multi-coil data of its neighboring
k-space points, and the convolution kernels are estimated
from auto-calibration signal (ACS) (Fig. 1 (b)). Let x =
[X1;X2;- -+ ;x7] € CNY denote the multi-coil image data rear-
ranged into a column vector, where x; € CV, (j = 1,2,---J)
is the j* coil image vector, then the calibration consistency
in image domain SPIRIT can be formulated as:

xj = [W;1, W, W, j]x, ©)

where W, ; € CN*N (; =1,2,---,J) is a diagonal matrix
with the diagonal elements being the inverse Fourier transform
of the convolution kernel K ; in the Fig. 1 (b). Then, the /;-
SPIRIT reconstruction can be formulated as:

(pFISTA-SPIRIT)

- 2 10
min N x|, + [y~ OFx + 3 jow - px2, 1Y
where the matrix W € CNJXNJ jg
Wii Wi Wi ;
Wa1 Wap Wy
W = . . (11
Wi Wy W s

Notice that strictly speaking, the ¥ in Eq. (10) should be wrote
in the form of ¥ = D; (¥, .-, ¥) indicating that the V¥ is

applied to each coil image. Here W is still a tight frame which



satisfies U* W = I, we use only W in the rest of the paper for
simplicity.
We reformulate Eq. (10) to line up with Equation (5) as:

(pFISTA-SPIRIT)

P

I UF
o)y [siwn )
Here, the system matrix A has its explicit expression as A =
[OF -y (W-1)]".

Using pFISTA, we can get the solution of Eq. (12) by
iteratively solving the following problems:
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C. Connection Between pFISTA and A Balanced Model

Starting from an analysis model, pFISTA first converts the
analysis model into a synthetic-like model with a constraint
« € Range (). Notably, the two models are equivalent [25].
Then the synthetic-like model with a constraint on the range
was solved with orthogonal projection.

Importantly, pFISTA happens to converge to a balanced
model with an {5-type penalty % (I — o) oz||§. Despite
that FISTA can solve a general balanced model, the importance
of pFISTA is not hampered because, first, pFISTA introduces
only one parameter -, and experimental results showed that
pFISTA reconstructions are robust to 7; second, pFISTA is
more memory-efficient as it performs reconstruction in the im-
age domain rather than the coefficients domain where FISTA
reconstructs the signal. FISTA has to allocate considerable
memory spaces to store the redundant coefficients.

It is worthy to point out that convergence analysis plays an
important role for users in determining the parameter to pro-
duce promising results. Despite pFISTA coincides with FISTA
if the weighting parameter of the term ||(I — ¥¥*) 04||§ in a
balanced model is 1/ [45], there are still strong demands for
analyzing the convergence of pFISTA solving analysis models,
or of FISTA solving the specific balanced model as they are
still open questions. In other words, we do not know explicitly
in advance which ~ can guarantee the algorithm to converge.
Liu et al. [25] have proved that under the condition v = 1,
pFISTA for single-coil MRI reconstruction is guaranteed to
converge. Nevertheless, if the same setting, v = 1, is used
in pFISTA-SENSE and pFISTA-SPIRIT, the algorithms may
not converge (Fig. 2). This is because the sensitivity map or
convolution kernel would affect the convergence property of
pFISTA-parallel. We observed in experiments that a relatively
large ~ leads to the divergence of pFISTA-parallel while a far
smaller one results in the slow convergence of the algorithm
(Fig. 2). Furthermore, the range of ~, allowing the algorithm
to converge, varies under different tested data. Therefore, we
aim to offer an explicit rule about how to choose a proper
~v of pFISTA-parallel to hold a fast convergence speed and
promising results.
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Fig. 2. Empirical convergence of pFISTA-SENSE (a) and pFISTA-SPIRiT
(b) with different . The reconstruction experiments were carried out on a 32-
coil brain image with 34% data acquired using a Cartesian sampling pattern.
The sensitivity matrix C was normalized using its max absolute value. The
tested data and the sampling pattern are presented in Fig. 3.

IV. CONVERGENCE ANALYSIS

In this section, we prove the convergence of pFISTA-
parallel.

We present the analysis model of the parallel MRI recon-
struction in a unified formula shown in Eq. (5) in which the
system matrix A has its explicit form A = UFC if the model
is SENSE-based, and A = [ UF —/A; (W —1T) | if the
model is SPIRiT-based. According to [25], [40], let {d*)} be
generated by pFISTA-parallel, and if the step size satisfies

1

’Yfma

and ¥ is a tight frame, the sequence {a®} = {®d®}
converges to a solution of

(14)

min A+ [ly — A¥ a||§+% 1T 2T, (15)
with the speed

F (a(k)) _F(a)< —2 (16)

T y(k+1)° ‘

where & is a solution of (15) and F (+) is the objective function

in (15) and L is the Lipschitz constant for the gradient term.
Let us denote

2
o

g (o) = Ay,
1 . 1 i a17)
flo) = [(T-®¥)all; + 5 [ly - AP al;.
Y
Then the Lipschitz constant is
1
L(y)=L(Vf) = S I-TT*) + TATAD" (18)
2
Let 1
B=UPAYAD* — —QU* (19)
Y

and B is a Hermitian matrix, then the matrix B + %I is also
a Hermitian matrix. Therefore, we have

L(’y): €; <B+1I)‘
i (20)

—max (ei (B)+iD,

where e; (-) denotes the i*" eigenvalue of matrix. Therefore,
the key point is to analyze the eigenvalue of matrix B. Suppose

= max
2 7

1
B+ -1
gl




z is an eigenvector of B corresponding to the eigenvalue [,
by using the tight frame property, we have
1
Bz = (lIlAHA\Il* — \Il\Il) z =Pz
N @
= <AHA - I> (B*z) = B (¥*z),
Y

which indicates that all non-zero eigenvalues of B satisfy

e; (B) € {e (AHA — il)} = {e,- (A"A) - i} . (22)

Due to the redundancy, there exists a # 0 such that ¥*a =
0. Thus, there are zero eigenvalues of B:

e; (B) € {0, ei (AMA) — i} (23)

Therefore,

L(v)=ma><<

K2

1 1
‘. (B)+D :max{, B (AHA)|} .
v t Y
(24)
Now we are going to analyze the largest eigenvalue of
AH A in different reconstruction problems. In the following,
we will explicitly discuss the convergence of pFISTA-SENSE
and pFISTA-SPIRIT.

A. Convergence of pFISTA-SENSE

In this section, we provide sufficient conditions for the
convergence of pFISTA-SENSE in the form of a theorem.

Theorem 1. Let {X(k)} be generated by pFISTA-SENSE, and
if the sensitivity maps satisfies

cfic=1, (25)

the step size satisfies

v <1, (26)

and W is a tight frame, the sequence {a(k)} = {\legk)}
converges to a solution of

1 . 2 1
min e, + 5 Hy—UFC\I’*aHz—FQ— II-T*) a2
o 7y
27
Proof. In pFISTA-SENSE, we have A = UFC, thus,

A" A = CPFPUTUFC. (28)

Let Q = FAUTUF, the matrix CQC; is a Hermitian
matrix. For a Hermitian matrix, the largest eigenvalue is equal
to the /5 norm. In addition, notice that matrix ¢5 norm satisfies
triangle inequality and consistency property [49], we can
find the upper bound of the largest eigenvalue of the matrix
ciqQc:

maxe; (C*QC) = C"QC|, <[|C”[,lIQl.[Cl,- (29

Here, the matrix F is a unitary matrix, according to the unitary
invariant of /5 norm, we have

1Qll, = HFHUTUFH2 = HUTUHQ‘ (30)

And UTU is a diagonal matrix with the diagonal elements 0
or 1, indicating that
QI =1. €2
With Eq. (31), we can further simplify Eq. (29)
max e;(C"QC) < [[C [, IQ,lICl,=[|C™ ||, [Cll,- (32
Here, if C is normalized such that CH¥C = I, which is
quite common in practice, we can further obtain

HCH2=\/m;clxei (CHQC) = \/m;clxei @MH=1, @33
and at the same time
|ct|, = lICll, =1. (34)
Finally, we have
maxe; (C7QC) < [[CH[,lIQl,lCl, =1 (35)
Thercfore.
L) =mpc{3 e (C7QQ)|} = 3 0oy <1

L () :mlax{%, |ei (CHQC)|} =1, v>1.

The Eq. (36) means that, when 0 < v < 1, one has L (v) =
1/~, which satisfies the convergence condition of pFISTA in
Eq. (14); whereas when v > 1, then L (y) =1 > 1/, which
does not satisfy the convergence condition of pFISTA. In
summary, when 0 < v < 1, the pFISTA-SENSE is guaranteed
to converge. O

B. Convergence of pFISTA-SPIRIT

In this section, we provide sufficient conditions for the
convergence of pFISTA-SPIRIT in the form of a theorem.

Theorem 2. Let {x(k)} be generated by pFISTA-SPIRIT, and
if the step size satisfies

1 z J—1
c= > N Zaiagill, + D Zdiagil

C .
1=z+1

7= 0 (37D

i=—2z
and V¥ is a tight frame, the sequence {a(k)} = {\le(k)}
converges to a solution of

min)[|a, + o~ [T - ) af;

|
2y
- - 38
N . TF 2 (33)
2 T | —vVAL(W=T)
Proof. In pFISTA-SPIRIT, we have

] T

2

UF }
VA1 (W -1) (39)
= (FHfITfJF (W -DH (W - 1)) .

ATA=[FHOT AW -0 ] |

Since A¥ A is a Hermitian matrix, the maximum eigenvalue
of A A equals its £5 norm. And according to the linearity
and triangle inequality of matrix norm [49], we have

ei (A"A)
FHOTOF + A\ (W - D7 (W — I)H2

(40)

< HﬁHﬁTﬁﬁHz + AlH(W —pfw - I)Hz.



As F is also a unitary matrix, the same as the proof in the pre-

vious subsection, we can easily derive that HFH UTUFH =
. 2

1. Thus, we can rewrite (40) as

ei (AT A)

< ] FHfJTfJFHQ + A1H(W —DfF (W - I)H

. (4D

=1+ (W-D"W-1)| .

Indeed, once the kernels have been estimated using ACS, the
matrix W is determined, which indicates that the maximum
eigenvalue of A¥ A can be obtained. However, the compu-
tation of the system matrix’s ¢ norm poses as a challenging
task due to the huge dimensionality of the matrix, for example,
as for an 8-coil 256 x 256 image, the size of W reaches
524288 x 524288. Therefore, we further relax bound so as to
calculate it efficiently.

Let D = W — 1, that is

Di1 Dip Dy,s
D21 D2p D2 g W, -1, i=j
D=| . . . with D; ;= ’ L,
: : : Wi,  i#7
Djyi1 Dya Dy,
(42)
And denote Z = (W — I)* (W —I), we have
Z11 Zi2 VAW,
Zo1 Zop Zs 5 J
Z= : with Z; j = 35 DI ;D (43)
. . . m=1
Zj1 22 Z;,,

and each Z; ; is a diagonal matrix. Then we can express Z as
a superposition of block matrices:

[Z1,1
Z= +
L Zj,g
—_—
Zd'iag.O
Z 7 -
1,2 Zl,J
ot +
Zy_1,; (44)
L ] L
Zding 1 Zgiag,J—1
Z2
ot
Z
L Zyj-1 LAt ,
Z ;.
Zaiag. 1 diag,—(J—1)

Let Zg;ag,; denotes the i-block matrix. We can rewrite Eq.

(44) as:
J—1
Z= Y Zaiagi- (45)
i=—(J—1)
Then,
J-1
1Zly =1 Y. Zdiag. (46)
i=—(J—1) 5
We want to point out that

||Zdiag,i + Zdiag,fi”Q = sziag,i 29 1= 17 R, (47)

where z denotes the biggest integer no more than J/2. Detailed
proof of Eq. (47) can be found in Supplementary Material.
With the help of Eq. (47), we can rewrite the Eq. (46) as:

J—1

Z Zdiag,i

i=—(J+1)

2l =

2

z J—1
Z Ziiag,it+ Z (Zdgiag,it+Zdiag,—i)

h=—z i=z+1

< Z sziagyil‘z +

1=—z

2 (48)
J—-1

Z sziag,i + Z(iiag,—i||2
i=z+1

z J—1
=2 NZasagilly + > 1 Zaiag.ill,

==z i=z+1

Therefore, the maximum eigenvalue of the system matrix
can be estimated by:

ei (AHA)
cJeroroe] o Jov o7 ov o],
=1+ x| W-D* (W -1 (49)
z J—1
< > Zdiagill, + lelzdmg»in-
i=—z i=z+
z J—1
Let ¢ = :Z; | Zdiag,ill, + ‘:Z;rl | Zdiag,ill,» we have
L(y) = max{l, e (AHA))} —Ll o<y <l
T K ¢ (50)

L(v)=ma><{%,

k3

c(ama)lb=c 4> 2

The Eq. (50) means that, when 0 < v < 1/c, one has
L(y) = 1/~, which satisfies the convergence condition of
pFISTA; whereas when v > 1/c¢, then L () = ¢ > 1/, which
does not satisfy the convergence condition of pFISTA. In
summary, when 0 < v < 1/¢, pFISTA-SPIRIT is guaranteed
to converge. O

b)
a)

Experimental dataset. (a-c) Three different brain images; (d) the
Cartesian sampling pattern of sampling rate 0.34.

(

Fig. 3.



TABLE I
DETAILED MRI SCANNING PARAMETERS FOR THE DATA USED IN THIS WORK.

Data Scanner Sequence Number of coils  Matrix size TR/TE (ms) FOV (mm?) Slice thickness (mm)
Fig. 3 (a)  1.5T Philips T -weighted fast-field-echo 8 256%256 1700/390 230%*230 5
Fig. 3 (b) 3T GE T1- weighted SPGR 12 256*256 400/9 240%240 6
Fig. 3 (c) 3T Siemens  T>-weighted turbo spin echo 32 256%256 6100/99 220%220 3
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Fig. 4. Reconstructions of three different brain images by pFISTA-SENSE with different step size . (a-c) are the RLNEs of pFISTA-SENSE using 8§, 12
and 32-coil data shown in Fig. 3, respectively. (d-f) are the function values of pFISTA-SENSE using 8, 12 and 32-coil data shown in Fig. 3, respectively. (g)
is the reconstructions of pFISTA-SENSE at different iteration in 32-coil data. All experiments used the same sampling pattern depicted in Fig. 3.

V. EXPERIMENTAL RESULTS

In this section, we first conducted experiments on multi-
coils MRI brain images to assess the feasibility of the conver-
gence criteria we derived. Then, we assess the gap between
the proved sufficient condition and the hand-tuned optimal
parameter and find that this gap leads to no distinct difference

of convergence speeds between the sufficient condition and the
hand-tuned optimal parameter. Besides, we made comparisons
with approaches that allow the computation of the step size
v, such as backtracking and power iteration. Furthermore,
we compared the reconstructions of pFISTA-parallel and
other widely adopted algorithms - ADMM [25] and NLCG
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Fig. 5. Reconstructions of three different brain images by pFISTA-SPIRIT with different step size . (a-c) are the RLNEs of pFISTA-SPIRIT using 8§, 12
and 32-coil data shown in Fig. 3, respectively. (d-f) are the function values of pFISTA-SPIRIT using 8, 12 and 32-coil data shown in Fig. 3, respectively. (g)
is the reconstructions of pFISTA-SPIRIT at different iteration in 12-coil data. All experiments used the same sampling pattern depicted in Fig. 3.

[3]. The ADMM and NLCG software to solve SENSE and
SPIRIT analysis reconstruction models were implemented by
ourselves. Besides, comparisons with other FISTA algorithms
were made, including MFISTA-FGP [43] and MFISTA-VA
[44]. The codes of MFISTA-FGP and MFISTA-VA are shared
on-line by Dr. Marcelo Zibetti [50]. Last, we discussed the
convergence and results under other tight frames with different

5.

We adopted the objective-functional-based criteria F'(x(*))
to assess the convergence of algorithms. Here F' is the
algorithm’s function value, x(*) is the solution of k' iter-
ation. The function value of pFISTA is F(x) = A|x|; +

|2 £ o2
% ly — A¥*x|; + % [(T—2T) x|,

Besides, relative /5 norm error (RLNE) is also adopted to
quantify the reconstruction performance. The RLNE is defined
as
HXTef - XT€C||2

RLNE =
[1%reslly

; (5D

where x,..; denotes the vectorized reference image that is a
square root of the sum of squares (SSOS) of the fully sampled
image and x,.. the vectorized reconstructed image that is
the SSOS image of pFISTA-SPIRIT reconstructed image and
modular image of pFISTA-SENSE reconstructed image. We
should point out that a lower RLNE, a higher consistency
between the reference image and the reconstructed image.
Three multi-coil MRI datasets acquired from healthy vol-



unteers are used in experiments. We list the detailed MRI
scanning parameters in Table 1. For SENSE, the fully sampled
256 x 64 areas of the k-space center are used to calculate
sensitivity maps [S1], and for SPIRIT, a fully sampled 256 x 22
areas for the Cartesian sampling pattern of sampling ratio
0.34 are used to estimate the convolution kernels. The shift-
invariant discrete wavelets transform (SIDWT) [7], [52], [53],
if not mentioned otherwise, is adopted as the tight frame in
experiments. In all experiments involving SIDWT, Daubechies
wavelets with 4 decomposition levels are utilized. For pFISTA-
SENSE, A = 1072 is set and for pFISTA-SPIRIT, we set
A=10"%and \; = 1, and 5 x 5 SPIRIT kernel is used.
All computation procedures run on a CentOS 7 computation
server with two Intel Xeon CPUs of 3.5 GHz and 112 GB
RAM.

A. Main Results

As mentioned above, once the parameter meets the condi-
tion 0 < v < 1/¢, both the pFISTA-SENSE and pFISATA-
SPIRIT converge. Thus, here we perform reconstructions by
pFISTA-SENSE and pFISTA-SPIRIiT with various 7y in the
recommended range, respectively, to verify if the recom-
mended v could enable the convergence of the algorithm.

As shown in Fig. 4 (d-f), for three tested brain images,
pFISTA-SENSE converges with the ~ ranged from 0.01/c
to 1/c. Moreover, the larger the 7, the faster the algorithm
converges, this observation is consistent with the Eq. (36).
Notably, the upper bound of v is 1 (here ¢ = 1), which,
in other words, manifests that the number of coils does not
relate to the convergence of pFISTA-SENSE. Besides, the
behavior of RLNE also indicates the same phenomenon. A
larger  indicates a faster speed to reach the final RLNE level.
Particularly, v = 1 enables the fastest reconstruction. Please
note that the faster the algorithm to reach the final RLNE level,
the lesser the time is needed for reconstruction.

The intermediate reconstructed images manifest the conver-
gence speeds of pFISTA-SENSE with various 7. The under-
sampling artifacts were quickly removed within 50 iterations
when with parameter v = 1, and the algorithm produced a
promising reconstructed image (Fig. 4 (d)). As ~ decreased,
the algorithm took more time to converge to a stage that
yields satisfying results. For instance, when v = 0.01, the
convergence criterion F'(x(®)) still at a relatively high level
even after 150 iterations. The program eventually took about
400 iterations to eliminate the obvious artifacts. In a word, the
convergence criteria we provided can escort pFISTA-SENSE
to achieve satisfying results of parallel imaging experiments.
Furthermore, we would recommend using v = 1 for SENSE
reconstructions.

In addition, we observe a similar phenomenon on pFISTA-
SPIRIT experiments (Fig. 5). With 0 < v < 1/¢, pFISTA-
SPIRIT empirically converges but at different ratios. The larger
the ~, the faster the algorithm converges. The fastest conver-
gence speed is achieved when v = 1/c¢, thus we recommend
~v = 1/c for pFISTA-SPIRIT experiments. The intermediate
results of pFISTA-SPIRIT with monotonically decreasing -~y
also reveal the increasing convergence rate as -y rises (Fig. 5.

The pFISTA-SPIRIT could be applied in multi-coils imaging
experiments with guaranteed convergence if 0 < v < 1/c.
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Fig. 6. Empirical convergences of pFISTA-SENSE and pFISTA-SPIRIT with
the hand-tuned optimal and recommended ~y in terms of function values. (a-c)
are the convergences of pFISTA-SENSE for the 8-coil, 12-coil, and 32-coil
data. (d-f) are the convergences of pFISTA-SPIRIT for the 8-coil, 12-coil, and
32-coil data. All experiments used the same sampling pattern depicted in Fig.
3.

B. Recommended ~ and Hand-Tuned Optimal ~

One would concern about the gap between the proved
sufficient condition and the ground-truth optimal . Here we
swept a series of v with a 0.1 interval for pFISTA-SENSE
and a 0.5 interval for pFISTA-SPIRIT to determine a hand-
tuned optimal . We take this hand-tuned optimal 7y as the
ground-truth « to discuss how much is the room lied between
the recommended ~ and the ground-truth . Also, we discuss
the influence of the gap on the convergence speed.

In pFISTA-SENSE, the hand-tuned optimal v = 1.3, which
is very close to the recommended v = 1 (Figs. 6 (a-c)).
Notably, the two convergence speeds with v = 1.3 and v =1
are very close. Besides, they used almost the same amount of
time to approach the final RLNE level (Figs. 7 (a-c))). Notably,
our recommended « for SENSE is 1 being independent of the
number of coils.

In pFISTA-SPIRIT, as shown in Eq. (49), the recommended
~ depends on the number of coils. Moreover, the experimental
results shown in Figs. 6 (d-f) are consistent with the results
indicated by Eq. (49). The gap between the recommended -~y
and the hand-tuned optimal v increases as the increase of the



number of the coils. For example, the recommended 7 is three-
times smaller than the hand-tuned optimal gamma for the 8-
coil image reconstruction. Nevertheless, the recommended -y
is about six times smaller than the hand-crafted v when the
number of coils reaches 32. Importantly, even there exists a
six-fold gap, no distinct difference between their convergence
speeds. The hand-tuned optimal  just spends slightly less
iterations than the recommended ~ (Figs. 7 (d-f)).
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Fig. 7. Empirical convergences of pFISTA-SENSE and pFISTA-SPIRIT with
the hand-tuned optimal and recommended -y in terms of RLNE. (a-c) are the
convergences of pFISTA-SENSE for the 8-coil, 12-coil, and 32-coil data. (d-f)
are the convergences of pFISTA-SPIRIT for the 8-coil, 12-coil, and 32-coil
data. All experiments used the same sampling pattern depicted in Fig. 3.
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time spent on iterative reconstruction of an MRI image. The Step size
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same sampling pattern depicted in Fig. 3.

C. Compare with Other Methods to Determine y

One of the essential components of this work is to compute
the step size, «. It is helpful to consider backtracking and
power iteration when the Lipschitz constant is unknown or
hard to compute directly. Therefore, we conduct experiments
to evaluate the performance of the three methods of computing
~. Among these three methods, backtracking needs to seek ~y
at every iteration, whereas power iteration and the proposed
method (pFISTA-SPIRIT) only need to compute + once before
reconstruction. Notably, the recommended sufficient condition
of pFISTA for SENSE is 1, which means there is no need to
compute 7.

For SENSE reconstruction (Fig. 8 (a)), pFISTA allows us to
save the time used to compute v by backtracking and power
iteration. At least 100 seconds are save for the tested 8-coil
images, and the time will be longer as the number of the coils
increases. When considering the total runtime of the program
(Step size computation time + MRI reconstruction time), we
can see that the recommended ~ enables pFISTA to have
more than five times faster total runtime than backtracking
and power iteration. For SPIRIT reconstructions (Fig. 8 (b)),
the computational time of « of pFISTA is also much shorter
than that of backtracking and power iteration. As pFISTA
spends a relatively long time for reconstruction than power
iteration, pFISTA allows only slightly time acceleration over
power iteration in terms of the total runtime. However, pFISTA
permits more than 5 times faster runtime than backtracking.

D. Comparison with Other Popular Algorithms

Here we compare some popular approaches for solving
analysis models, including ADMM and NLCG. The results
show that ADMM with step size 8 = 0.01, NLCG and
pFISTA spend almost the same amount of time to reach
the final RLNE level (Fig. 9). Moreover, their reconstruction
images are similar yielding comparable reconstruction errors.
However, compared with pFISTA, ADMM consumes more
memory during the reconstruction. Despite NLCG has similar
convergence speed in terms of RLNE as pFISTA, the NLCG
has more than one parameter to set (for searching step size).
It is worthy to point out that, as shown in Fig. 9, the
reconstruction of the 8-coil 77-weighted brain image, the
convergence of ADMM (in terms of RLNE) is sensitive to
the parameter 3 selection, relatively larger or smaller 5 would
result in noticeable discrepancy (Figs. 9 (a-b)). Furthermore,
B = 0.01 yields the fastest convergence speed of ADMM. In
summary, pFISTA still holds advantages over these algorithms,
such as costing fewer memories, having only one parameter
to tune.

E. Comparison with Other FISTA Algorithms

Here, we carried out experiments using other variants of
FISTA for solving the analysis model, including MFISTA-FGP
[43] and MFISTA-VA [44], and the proposed approach. We
modified the system matrix of MFISTA-FGP and MFISTA-
VA to make it support SENSE and SPIRIT reconstructions.
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Fig. 9. Reconstruction results of ADMM, NLCG and pFISTA. (a) (or (b))
are convergence of three algorithms under SENSE-based (or SPIRiT-based)
reconstructions in terms of RLNE. (c-e) (or (i-k)) are reconstruction images
by ADMM (8 = 0.01), NLCG and pFISTA under SENSE-based (or SPIRiT-
based) reconstruction. (f-h) and (I-n) are the reconstruction error distribution
(10x) corresponding to reconstructed image above them. Note: 8-coil image
in Fig. 3 (a) and the Cartesian sampling pattern shown in Fig. 3 (d) are adopted
in all experiments.

The results shown in Fig. 10 indicate that for both SENSE
and SPIRIT reconstructions, pFISTA enables the shortest re-
construction time compared to MFISTA-FGP and MFISTA-
VA in terms of RLNE. MFISTA-VA costs the longest time to
approach the final RLNE level (Figs. 10 (a-b)).

Furthermore, from the RLNE curves and the reconstructed
images (Fig. 10), we can see that pFISTA could offer slightly
lower RLNEs than MFISTA-FGP and MFISTA-VA, which
may enable better reconstruction images. For the SENSE
reconstruction shown in Figs. 10 (c-h), the MFISTA-FGP error
image exhibits noticeable undersampling artifacts inside the
skull while MFISTA-VA and pFISTA provide good artifacts
suppression. The difference between MFISTA-VA and pFISTA
is not so big, but we can still know that pFISTA produces
lower reconstruction error. For SPIRIT reconstructions, the
three methods offer very close RLNESs, and the reconstructed
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Fig. 10. Reconstruction results of variants of FISTA and pFISTA. (a) (or
(b)) are empirical convergence of three algorithms under SENSE-based (or
SPIRiT-based) reconstructions in terms of RLNE. (c-e) (or (i-k)) are recon-
struction images by MFISTA-FGP, MFISTA-VA and pFISTA under SENSE-
based (or SPIRiT-based) reconstruction. (f-h) and (I-n) are the reconstruction
error distribution (10x) corresponding to reconstructed image above them.
Note: 8-coil image in Fig. 3 (a) and the Cartesian sampling pattern shown in
Fig. 3 (d) are adopted in all experiments.

images are almost the same.

F. Discussion on Other Tight Frames

In this section, we conduct experiments using pFISTA-
SENSE and pFISTA-SPIRIT with SIDWT and four other
tight frames, contourlet [5], [54], shearlet [55], patch-based
directional wavelets (PBDW) [10], and PBDW in SIDWT
domain (PBDWS) [56]. The experimental results demonstrate
that the selection of different tight frames will not affect
the convergence conditions and for different tight frames,
~v = 1/c still enables the fastest convergence speed in both
SENSE-based and SPIRiT-based recosntruction (in SENSE-
based reconstruction ¢ = 1). Besides, adaptive tight frames,
such as PBDW and PBDWS, offer better reconstruction than
the pre-defined tight frames like SIDWT, contourlet, and
shearlet.



VI. CONCLUSION

As a simple and fast algorithm to solve the sparse re-
construction model, pFISTA has been successfully extended
to solve parallel MR imaging problems, but its convergence
criterion needs to be proved to help users quickly and con-
veniently determine the only parameter - step size. Besides,
the convergence analysis of single-coil pFISTA cannot be
applied to the multi-coil pFISTA. In this work, we provide the
guaranteed convergence analysis for parallel imaging version
pFISTA to solve spare reconstruction models. More explicitly,
along with the sufficient condition, we offer recommended step
sizes for both SENSE and SPIRiT. Experimental results evince
the validity and effectiveness of the convergence criterion.
Further, the recommended step sizes provide more than five
times faster reconstruction time in most tested experiments
when comparing with the backtracking and power iteration.
This work is expected to help users quickly choose the step
size to obtain faithful results and fast convergence speed and
to promote the application of sparse reconstruction in parallel
MRI.
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In this supplement, we provide proof of Eq. (47) in the main text, and reconstructed results of pFISTA-SENSE and pFISTA-
SPIRIT under different tight frames.

S1. PROOF OF EQUATION (47)

In this section, we give the proof of Eq. (47) in the main text.

Proof. When ¢ =1,--- |z, where z equals the largest integer no more than % the matrix Zg;ag.; + Zdiag,—:; can be converted
to diagonal matrices by elementary transforms which do not affect the ¢, norm of a matrix:
i VAR ! (Z; 1 ]
Zjy_; Zjj_;
J—i+1,J N J,J—i+1 ) (Sl)
Zz 1 Zl,i
i Zij_it1 i i Zi_it17]
Then,
sziag,i + Zdiag,fi”Q
H H H H
= max (ZMZM,--- ,ZJ_I‘_;'_LJZJ—i-‘rl,JaZi,lzi,h'" aZJ,J—i+1ZJ,J—i+1) (82)
= VA AR 4] Zj_i VARY AR S IR A |
=max (21,21, 25 1 gZriv1,0, 212 Ly gL 0 )
Since the Z; ; is a diagonal matrix, we have Z; ;Z}"; = Z[',Z; ;. Therefore,
sziag,i + Zdiag,fiH2
H H H H
=max (21,21, 2] iy gZy—iv1,0, ZiZis o i1, g2 ) (S3)

H H
=max (21,214, Zj_i41,5L7-iv1,7) -

Besides, since the matrix Z; ; is a diagonal matrix, the matrix Zg;q4,; can also be easily converted to a diagonal matrix by
elementary transforms. Thus, we have

|Zaiag,illy, = max (21, Z1q,- - 251 s Zyiv1,0) - (S4)

Notice that the right-hand side of Eq. (S4) and that of Eq. (S3) are the same, thus,
| Zdiag,i + ZLdiag,—illy = [|Zdiag,ill5- (S5)
O



S2. DISCUSSION ON OTHER TIGHT FRAMES

The tight frame is crucial for sparse MRI reconstruction. In this section, we conduct experiments using pFISTA-SENSE and
pFISTA-SPIRIT with SIDWT and four other tight frames, contourlet [S1], [S2], shearlet [S3], PBDW [S4], and PBDWS [S5].
By exploring the image geometry, contourlet provides a sparse expansion for images that have smooth contours [S1], and is
applied to preserve smooth edges on MRI reconstruction [S2]. Shearlet combines the ability to capture the geometric features
of data with the power of multi-scale methods and therefore provides improvements compared to the contourlet transform
[S3]. PBDW trains the geometric directions on the pixels of image patches and provides an adaptively sparse representation
for image [S4]. PBDWS extends the PBDW into the SIDWT domain to enhance the ability of sparsifying [S5]. Here, the
filters used in contourlet are ladder structure filters, and the decomposition levels are [5, 4, 4, 3], the filters used in shearlet are
Meyer filters [S6], and the decomposition level used in shearlet is 2, and the filters used in PBDW and PBDWS are the Haar
wavelets and the decomposition level is 3.

The experimental results in Fig. S1 confirm our argument that the recommended sufficient condition v = 1/¢ enables the
fastest convergence speed in both SENSE-based and SPIRIT reconstructions. Both the RLNE and cost function curves show
that v = 1/c allows the fastest convergence speed. This result indicates that the sufficient condition is robust to different tight
frames, permitting flexibility in applying the sufficient conditions in practical scenarios. Besides, the reconstructed images in
Fig. S2 show that PBDW and PBDWS provide much better reconstructions than the rest of the tight frames in terms of lower
reconstruction errors and artifacts suppression. The results are reasonable since PBDW and PBDWS are tight frames trained
using a pre-reconstructed image, which will offer a sparser representation of the image.

Since the sampling rate of 0.25 is relatively low for the Cartesian sampling pattern, the reconstructed images are somewhat
blurred and appear artifacts in Fig. S2. Therefore, we conducted experiments at a higher sampling rate of 0.34, and the results
are presented in Fig. S3 and S4. As can be seen, when the sampled data are relatively adequate, RLNEs drop to a much
lower level (Fig. S3). Notably, the results indicate the effectiveness of the proven convergence criteria. The shearlet, PBDW,
and PBDWS permit nice reconstructed images with excellent artifacts suppression. In contrast, contourlet produces images
appearing slightly blur (Fig. S4).
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Fig. S1. Empirical convergence using five tight frames under a sampling rate of 0.25. (a-e) (or (f-j)) are the RLNEs of pFISTA-SENSE (or pFISTA-SPIRiT)
with different « using SIDWT, contourlet, shearlet, PBDW, and PBDWS, respectively; and (k-o) (or (p-t)) are the objective function values of pFISTA-SENSE
(or pFISTA-SPIRIT) with different v using SIDWT, contourlet, shearlet, PBDW, and PBDWS, respectively. Note: 8-coil image in Fig. 3 (a) and the Cartesian
sampling pattern with sampling rate of 0.25 are adopted in all experiments.
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Fig. S2. Reconstruction results of SIDWT and other four tight frames under a sampling rate of 0.25. (a) is the fully sampled image; (b-f) (or (m-q)) are
images of reconstruction results of pFISTA-SENSE with v = 1 (or pFISTA-SPIRIT with v = 1/¢) using SIDWT, contourlet, shearlet, PBDW, and PBDWS,
respectively; (g) is 1D Cartesian sampling pattern with a sampling rate of 0.25 and 14 ACS lines acquired ; (h-1) (or (r-v)) are the reconstruction error
distributions (3x) corresponding to the reconstructed images above them.
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Fig. S3. Empirical convergence using four other tight frames under a sampling rate of 0.34. (a-d) (or (e-h)) are the RLNEs of pFISTA-SENSE (or pFISTA-
SPIRIT) with different ~ using contourlet, shearlet, PBDW, and PBDWS, respectively; and (i-1) (or (m-p)) are the function values of pFISTA-SENSE (or
pFISTA-SPIRIT) with different « using contourlet, shearlet, PBDW, and PBDWS, respectively. Note: 8-coil image in Fig. 3 (a) in the main text and sampling
pattern in Fig. 3 (d) in the main text are adopted in all experiments.
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Fig. S4. Reconstruction results of four tight frames under a sampling rate of 0.34. (a-d) (or (i-1)) are images of reconstruction results of pFISTA-SENSE
with v = 1 (or pFISTA-SPIRIT with v = 1/c¢) using contourlet, shearlet, PBDW, and PBDWS, respectively; (e-h) and (m-p) are the reconstruction error
distribution (3x) corresponding to reconstructed image above them. Note: 8-coil image in Fig. 3 (a) in the main text and sampling pattern in Fig. 3 (d) in the
main text are adopted in all experiments.
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